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#### Abstract

When allocating a set of goods to a set of agents, a classic fairness notion called envy-freeness requires that no agent prefer the allocation of another agent to her own. When the goods are indivisible, this notion is impossible to guarantee, and prior work has focused on its relaxations. However, envy-freeness can be achieved if a third party is willing to subsidize by providing a small amount of money (divisible good), which can be allocated along with the indivisible goods.

In this paper, we study the amount of subsidy needed to achieve envyfreeness for agents with additive valuations, both for a given allocation of indivisible goods and when we can choose the allocation. In the former case, we provide a strongly polynomial time algorithm to minimize subsidy. In the latter case, we provide optimal constructive results for the special cases of binary and identical valuations, and make a conjecture in the general case. Our experiments using real data show that a small amount of subsidy is sufficient in practice.
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## 1 Introduction

How to fairly divide goods among people has been a subject of interest for millennia. However, formal foundations of fair division were laid less than a century ago with the work of Steinhaus [29], who proposed the cake-cutting setting where a divisible good is to be allocated to $n$ agents with heterogeneous preferences. In the subsequent decades, allocation of divisible goods received significant attention [ $4,16,25,32,33$ ]. When goods are divisible, one can provide strong fairness guarantees such as envy-freeness [17], which requires that no agent prefer the allocation of another agent to her own.

Most real-world applications of fair division, such as divorce settlement or inheritance division, often involve indivisible goods. In this case, envy-freeness is impossible to guarantee. For example, if the only available good is a ring, and two agents-Alice and Bob-want it, giving it to either agent would cause the other to envy. Recent research on fair allocation of indivisible goods has focused on achieving relaxed fairness guarantees [2,11,20,27]. For example, envy-freeness
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up to one good requires that no agent prefer the allocation of another agent to her own after removing at most one good from the envied agent's bundle. This has lately been a subject of intensive research $[7,8,26]$. While giving the ring to Alice would satisfy this fairness guarantee, who can blame Bob for thinking that the allocation was unfair? After all, he received nothing!

Intuitively, it seems that if we have money at our disposal, it should help settle the differences and eliminate envy. But can it always help? Suppose that Alice values the ring at $\$ 100$ while Bob values it at $\$ 150$. If we give the ring to Alice, then Bob would require at least $\$ 150$ compensation to not envy Alice. But giving so much money to Bob would make Alice envy Bob. Upon some thought, it becomes clear that the only way to achieve envy-freeness is to give the ring to Bob and give Alice at least $\$ 100$ (but no more than $\$ 150$ ). Is this always possible? When can it be done?

In this paper, we study a setting where we allocate a set of indivisible goods along with some amount of a divisible good (a.k.a. money). The money can either be provided by a third party as a subsidy, or it could already be part of the set of goods available for allocation. Our primary research questions are:

Which allocations of indivisible goods allow elimination of envy using money? And how much money is required to achieve envy-freeness?

### 1.1 Our Results

Suppose $n$ agents have additive valuations (i.e., the value of a bundle is the sum of the values of the individual items) over $m$ indivisible goods. Without loss of generality, we assume that the value of each agent for each good is in $[0,1]$. We refer to an allocation of indivisible goods as envy-freeable if it is possible to eliminate envy by paying each agent some amount of money.

In Sect.3, we characterize envy-freeable allocations and show how to efficiently compute the minimum payments to agents that are required to eliminate envy in a given envy-freeable allocation.

In Sect. 4, we study the size of the minimum subsidy (total payment to agents) required to achieve envy-freeness. When an (envy-freeable) allocation is given to us, we show that the minimum subsidy required is $\Theta(n m)$ in the worst case, even in the special cases of binary and identical valuations.

The picture gets more interesting when we are allowed to choose the allocation of indivisible goods. In this case, the minimum subsidy is at least $n-1$ in the worst case. For the special cases of binary and identical valuations, we show that this optimal bound can be achieved through efficient algorithms. For general valuations, we show that it can be achieved for two agents, and conjecture this to be true for more than two agents.

Our experiments in Sect. 5 using synthetic and real data show that the minimum subsidy required in practice is much less than the worst-case bound.

### 1.2 Related Work

The use of money in fair allocation of indivisible goods has been well-explored. Much of the literature focuses on a setting where the number of goods is at most the number of agents. This is inspired from the classic rent division problem, where the goal is to allocate $n$ indivisible goods to $n$ agents and divide a total cost (rent) among the agents in an envy-free manner [30,31]. In this case, Demange and Gale [13] show that the set of envy-free allocations have a lattice structure; we provide a similar result. Maskin [21] shows that envy-free allocations are guaranteed to exist given a sufficient amount of money; this is easy to show in our setting, so we focus on minimizing the amount of money required. Klijn [19] shows that envy-free allocations can be computed in polynomial time. Several papers focus on concepts other than (or stronger than) envy-freeness. For example, Quinzii [28] shows that the core coincides with competitive equilibria. Bikhchandani and Mamer [6] study the existence of competitive equilibria, which is a stronger requirement than envy-freeness. Ohseto [24] studies the existence of algorithms that are not only envy-free but also strategyproof. This restricted setting with one good per agent is substantially different from our general setting with potentially more goods than agents. Svensson [31] shows that in the restricted setting, envy-free allocations are automatically Pareto optimal. This is not true in our setting; and only a weaker condition is implied (Theorem 1).

Among the papers that consider more goods than agents, several consider settings which effectively reduce to one good per agent. For example, Haake et al. [18] consider a fixed partition of the goods into $n$ bundles, so each bundle can be treated as a single good. In contrast, a large portion of our paper (Sect.4.2) is devoted to finding the optimal bundling of goods. Further, they consider dividing a total cost of $C$ among the agents, whereas we consider paying a non-negative amount of money to each agent. A natural reduction of our problem to their setting would set $C=0$, compute the payments to agents (which could be negative), and increase all payments equally until they are nonnegative. However, it is easy to check that under this reduction, our method requires less subsidy than theirs even for a fixed bundling, and significantly less if we optimize the bundling. Alkan et al. [1] allow more goods than agents, but add fictitious agents until the number of goods and agents are equal. As noted by Meertens et al. [22], their algorithm allocates at most one good to each real agent, throwing away the remaining goods (i.e. assigning them to fictitious agents).

Meertens et al. [22] study a setting more general than ours. They allow agents to have general preference relations over their allocated bundle of indivisible goods and amount of money. In this case, they show that envy-freeness and Pareto optimality may be incompatible regardless of the amount of money available. In contrast, in our setting with quasi-linear preferences, allocations that are both envy-free and Pareto optimal exist given a sufficient amount of money (see the discussion following Proposition 1). Beviá et al. [5] study a setting where each agent arrives at the market with a bundle of goods and an amount of money, and is interested in exchanging the goods and money with other agents. They assume that each agent brings at least as much money as her total value for the
goods brought by all the agents, and induce budget-balanced transfers among the agents, making their results incomparable to ours.

To the best of our knowledge, no prior work studies the asymptotic amount of subsidy required to achieve envy-freeness, which is the focus of our work.

## 2 Preliminaries

For $k \in \mathbb{N}$, let $[k]=\{1, \ldots, k\}$. Let $\mathcal{N}=[n]$ denote the set of agents, and let $\mathcal{M}$ denote the set of $m$ indivisible goods. Each agent $i$ is endowed with a valuation function $v_{i}: 2^{\mathcal{M}} \rightarrow \mathbb{R}_{\geq 0}$ such that $v_{i}(\emptyset)=0$. We assume that the valuation is additive: $\forall S \subseteq \mathcal{M}, v_{i}(S)=\sum_{g \in S} v_{i}(\{g\})$. To simplify notation, we write $v_{i}(g)$ instead of $v_{i}(\{g\})$. We denote the vector of valuations by $\mathbf{v}=\left(v_{1}, \ldots, v_{n}\right)$. We define an allocation problem to be the tuple $\mathcal{A}=(\mathcal{N}, \mathcal{M}, \mathbf{v})$.

For a set of goods $S \subseteq \mathcal{M}$ and $k \in \mathbb{N}$, let $\Pi_{k}(S)$ denote the set of ordered partitions of $S$ into $k$ bundles. Given an allocation problem $\mathcal{A}$, an allocation $\mathbf{A}=\left(A_{1}, \ldots, A_{n}\right) \in \Pi_{n}(\mathcal{M})$ is a partition of the goods into $n$ bundles, where $A_{i}$ is the bundle allocated to agent $i$. Under this allocation, the utility to agent $i$ is $v_{i}\left(A_{i}\right)$, and the utilitarian welfare is $\sum_{i=1}^{n} v_{i}\left(A_{i}\right)$. The following fairness notion is central to our work.

Definition 1 (Envy-Freeness). An allocation A is called envy-free (EF) if $v_{i}\left(A_{i}\right) \geq v_{i}\left(A_{j}\right)$ for all agents $i, j \in \mathcal{N}$.

Envy-freeness requires that no agent prefer another agent's allocation over her own allocation. This cannot be guaranteed when goods are indivisible. Prior literature focuses on its relaxations, such as envy-freeness up to one good [10, 20], which can be guaranteed.

Definition 2 (Envy-Freeness up to One Good). An allocation A is called envy-free up to one good (EF1) if, for all agents $i, j \in \mathcal{N}$, either $v_{i}\left(A_{i}\right) \geq v_{i}\left(A_{j}\right)$ or there exists $g \in A_{j}$ such that $v_{i}\left(A_{i}\right) \geq v_{i}\left(A_{j} \backslash\{g\}\right)$. That is, it should be possible to remove envy between any two agents by removing a single good from the envied agent's bundle.

We want to study whether (exact) envy-freeness can be achieved by additionally giving each agent some amount of a divisible good, which we refer to as money. We denote by $p_{i} \in \mathbb{R}$ the amount of money received by agent $i$, and by $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right)$ the vector of payments. Throughout most of the paper, we require that $p_{i} \geq 0$ for each agent $i$. This corresponds to the subsidy model, where a third party subsidizes the allocation problem by donating money. In Sect. 6, we discuss the implications of our results for other models of introducing monetary payments. One other obvious model is one in which there is no outside subsidy and envy is dealt with by agents paying each other. We show these models are essentially equivalent in the sense that any payments in one model can be translated to equivalent payments in the other. In our ring example, Bob giving Alice $\$ 50$ is equivalent to Alice receiving a $\$ 100$ subsidy with respect to relative utilities, which is all that matters for envy-freeness.

Given an allocation $\mathbf{A}$ and a payment vector $\mathbf{p}$, we refer to the tuple ( $\mathbf{A}, \mathbf{p}$ ) as the allocation with payments. Under $(\mathbf{A}, \mathbf{p})$, the utility of agent $i$ is $v_{i}\left(A_{i}\right)+p_{i}$. That is, agents have quasi-linear utilities (equivalently, they express their values for other goods with money as reference). With money, there is a common good to which agents can scale their utilities. Thus, unlike in settings without money, interpersonal comparisons of utilities make sense in our framework. Note that allocation $\mathbf{A}$ is equivalent to allocation with payments ( $\mathbf{A}, \mathbf{0}$ ), where each agent receives zero payment. We can now extend the definition of envy-freeness to allocations with payments.

Definition 3 (Envy-Freeness). An allocation with payments (A,p) is envyfree $(E F)$ if $v_{i}\left(A_{i}\right)+p_{i} \geq v_{i}\left(A_{j}\right)+p_{j}$ for all agents $i, j \in \mathcal{N}$.

We say that payment vector $\mathbf{p}$ is envy-eliminating for allocation $\mathbf{A}$ if $(\mathbf{A}, \mathbf{p})$ is envy-free. Let $\mathcal{P}(\mathbf{A})$ be the set of envy-eliminating payment vectors for $\mathbf{A}$.

Definition 4 (Envy-Freeable). An allocation A is called envy-freeable if there exists a payment vector $\mathbf{p}$ such that $(\mathbf{A}, \mathbf{p})$ is envy-free, that is, if $\mathcal{P}(\mathbf{A}) \neq \emptyset$.

Given an allocation problem $\mathcal{A}$, let $\mathcal{E}(\mathcal{A})$ denote the set of envy-freeable allocations. We drop $\mathcal{A}$ from the notation when it is clear from context.

Given an allocation $\mathbf{A}$, its envy graph $G_{\mathbf{A}}$ is the complete weighted directed graph in which each agent is a node, and for each $i, j \in \mathcal{N}$, edge $(i, j)$ has weight $w(i, j)=v_{i}\left(A_{j}\right)-v_{i}\left(A_{i}\right)$. This is the amount of envy that agent $i$ has for agent $j$, which can be negative if agent $i$ strictly prefers her own allocation to the allocation of agent $j$. Note that by definition, $w(i, i)=0$ for each $i \in \mathcal{N}$. A path $P$ is a sequence of nodes $\left(i_{1}, \ldots, i_{k}\right)$, and its weight is $w(P)=\sum_{t=1}^{k-1} w\left(i_{t}, i_{t+1}\right)$. The path is a cycle if $i_{1}=i_{k}$. Given $i, j \in \mathcal{N}$, let $\ell(i, j)$ be the maximum weight of any path which starts at $i$ and ends at $j$, and let $\ell(i)=\max _{j \in \mathcal{N}} \ell(i, j)$ be the maximum weight of any path starting at $i$.

## 3 Envy-Freeable Allocations

In this section, our goal is to characterize envy-freeable allocations of indivisible goods and, given an envy-freeable allocation, to find an envy-eliminating payment vector.

Looking more closely at $G_{\mathbf{A}}$, we can see that $\mathbf{A}$ being envy-free is equivalent to all edge weights of $G_{\mathbf{A}}$ being non-positive. We can extend this connection to the (potentially) larger set of envy-freeable allocations. Note that a permutation of $[n]$ is a bijection $\sigma:[n] \rightarrow[n]$.

Theorem 1. For an allocation A, the following statements are equivalent.
(a) $\mathbf{A}$ is envy-freeable.
(b) A maximizes the utilitarian welfare across all reassignments of its bundles to agents, that is, for every permutation $\sigma$ of $[n], \sum_{i \in \mathcal{N}} v_{i}\left(A_{i}\right) \geq$ $\sum_{i \in \mathcal{N}} v_{i}\left(A_{\sigma(i)}\right)$.
(c) $G_{\mathbf{A}}$ has no positive-weight cycles.

Proof. We show $(a) \Rightarrow(b),(b) \Rightarrow(c)$, and $(c) \Rightarrow(a)$.
$(a) \Rightarrow(b)$ : Suppose $\mathbf{A}$ is envy-freeable. Then, there exists a payment vector $\mathbf{p}$ such that for all agents $i, j \in \mathcal{N}, v_{i}\left(A_{i}\right)+p_{i} \geq v_{i}\left(A_{j}\right)+p_{j}$, that is, $v_{i}\left(A_{j}\right)-$ $v_{i}\left(A_{i}\right) \leq p_{i}-p_{j}$. Consider any permutation $\sigma$ of $[n]$. Then, $\sum_{i \in \mathcal{N}} v_{i}\left(A_{\sigma(i)}\right)-$ $v_{i}\left(A_{i}\right) \leq \sum_{i \in \mathcal{N}} p_{i}-p_{\sigma(i)}=0$.
$(b) \Rightarrow(c)$ : Suppose condition (b) holds. Consider a cycle $C=\left(i_{1}, \ldots, i_{k}\right)$ in $G_{\mathbf{A}}$. Consider the corresponding permutation $\sigma_{C}$ under which $\sigma\left(i_{t}\right)=i_{t+1}$ for each $t \in[k-1]$, and $\sigma(i)=i$ for all $i \notin C$. Then,

$$
\begin{aligned}
w(C) & =\sum_{t=1}^{k-1} w\left(i_{t}, i_{t+1}\right)=\sum_{t=1}^{k-1} v_{i_{t}}\left(A_{i_{t+1}}\right)-v_{i_{t}}\left(A_{i_{t}}\right) \\
& =\sum_{t=1}^{k-1}\left(v_{i_{t}}\left(A_{i_{t+1}}\right)-v_{i_{t}}\left(A_{i_{t}}\right)\right)+\sum_{i \notin C}\left(v_{i}\left(A_{i}\right)-v_{i}\left(A_{i}\right)\right) \\
& =\sum_{i \in \mathcal{N}} v_{i}\left(A_{\sigma(i)}\right)-v_{i}\left(A_{i}\right) \leq 0
\end{aligned}
$$

$(c) \Rightarrow(a)$ : Suppose $G_{\mathbf{A}}$ has no positive-weight cycles. Then, $\ell(i)$, which is the maximum weight of any path starting at $i$ in $G_{\mathbf{A}}$, is well-defined and finite. Let $p_{i}=\ell(i)$ for each $i \in \mathcal{N}$. Note that $p_{i} \geq \ell(i, i) \geq w(i, i)=0$ for each $i \in \mathcal{N}$. Hence, $\mathbf{p}$ is a valid payment vector. Also, by definition of longest paths, we have that for all $i, j \in \mathcal{N}, p_{i}=\ell(i) \geq \ell(j)+w(i, j)=p_{j}+v_{i}\left(A_{j}\right)-v_{i}\left(A_{i}\right)$. Hence, $(\mathbf{A}, \mathbf{p})$ is envy-free, and thus, $\mathbf{A}$ is envy-freeable.

Theorem 1 provides a way to efficiently check if a given allocation $\mathbf{A}$ is envy-freeable. This can be done using the maximum weight bipartite matching algorithm [15] to check condition (b) or the Floyd-Warshall algorithm to check condition (c). The proof is provided in the full version.

Proposition 1. Given an allocation A, it is possible to check whether $\mathbf{A}$ is envy-freeable in $O\left(m n+n^{3}\right)$ time.

Given Proposition 1, finding an envy-freeable allocation is easy: we can start from an arbitrary allocation $\mathbf{A}$ and use the maximum weight bipartite matching algorithm to find the reassignment of its bundles that maximizes utilitarian welfare, or we could simply compute the allocation that globally maximizes utilitarian welfare in $O(n m)$ time by assigning each good to the agent who values it the most.

But simply knowing an envy-freeable allocation $\mathbf{A}$ is not enough. We need to find a payment vector $\mathbf{p}$ such that $(\mathbf{A}, \mathbf{p})$ is envy-free. We would further like to minimize the subsidy required $\left(\sum_{i \in \mathcal{N}} p_{i}\right)$. Such a payment vector can easily be computed in polynomial time through a linear program (provided in full version). However, the next result shows that we can compute it in strongly polynomial time (polynomial in the number of inputs, rather than their size). In fact, this payment vector is precisely the one we constructed in the proof of Theorem 1.

Theorem 2. For an envy-freeable allocation $\mathbf{A}$, let $\mathbf{p}^{*}(\mathbf{A})$ be given by $p_{i}^{*}(\mathbf{A})=$ $\ell(i)$ for all $i \in \mathcal{N}$, where $\ell(i)$ is the maximum weight of any path starting at $i$ in $G_{\mathbf{A}}$. Then, $\mathbf{p}^{*}(\mathbf{A}) \in \mathcal{P}(\mathbf{A})$, and for every $\mathbf{p} \in \mathcal{P}(\mathbf{A})$ and $i \in \mathcal{N}, p_{i}^{*}(\mathbf{A}) \leq p_{i}$. Further, $\mathbf{p}^{*}(\mathbf{A})$ can be computed in $O\left(n m+n^{3}\right)$ time.

Proof. For simplicity, we denote $\mathbf{p}^{*}(\mathbf{A})$ as $\mathbf{p}^{*}$. When proving that condition (c) implies condition (a) in Theorem 1, we already showed that $\mathbf{p}^{*} \in \mathcal{P}(\mathbf{A})$. Thus, we simply need to argue that for every $\mathbf{p} \in \mathcal{P}(\mathbf{A})$, we have that $p_{i}^{*} \leq p_{i}$ for all $i \in \mathcal{N}$.

Fix $\mathbf{p} \in \mathcal{P}(\mathbf{A})$ and $i \in \mathcal{N}$. Consider the longest path starting at $i$ in $G_{\mathbf{A}}$. Suppose it is $\left(i_{1}, \ldots, i_{k}\right)$. Hence, $i_{1}=i$ and $w\left(i_{1}, \ldots, i_{k}\right)=\sum_{t=1}^{k-1} w\left(i_{t}, i_{t+1}\right)=$ $p_{i}^{*}$. Because ( $\mathbf{A}, \mathbf{p}$ ) is envy-free, we have that for each $t \in[k-1]$,

$$
\begin{aligned}
& v_{i_{t}}\left(A_{i_{t}}\right)+p_{i_{t}} \geq v_{i_{t}}\left(A_{i_{t+1}}\right)+p_{i_{t+1}} \\
& \Rightarrow p_{i_{t}}-p_{i_{t+1}} \geq v_{i_{t}}\left(A_{i_{t+1}}\right)-v_{i_{t}}\left(A_{i_{t}}\right)=w\left(i_{t}, i_{t+1}\right)
\end{aligned}
$$

Summing this over all $t \in[k-1]$, we get

$$
p_{i_{1}}-p_{i_{k}} \geq w\left(i_{1}, \ldots, i_{k}\right)=p_{i}^{*} \Rightarrow p_{i} \geq p_{i}^{*}+p_{i_{k}} \geq p_{i}^{*}
$$

where the final transition holds because $i_{1}=i$ and payments are non-negative.
Finally, $\mathbf{p}^{*}$ can be computed as follows. We first run the Floyd-Marshall (all-pairs shortest path) algorithm on the graph obtained by negating all edge weights in $G_{\mathbf{A}}$ to compute $\ell(i, j)$ for all $i, j \in \mathcal{N}$ in $O\left(n m+n^{3}\right)$ time. Then, we compute $\mathbf{p}^{*}$ in $O\left(n^{2}\right)$ time.

We refer to $\mathbf{p}^{*}(\mathbf{A})$ as the optimal payment vector for $\mathbf{A}$. When clear from the context, we drop $\mathbf{A}$ from the notation.

We can also show that for an envy-freeable allocation $\mathbf{A}, \mathcal{P}(\mathbf{A})$ has a lattice structure and $\mathbf{p}^{*}$ is its unique minimum element; the proof is provided in the full version. In this lattice, the greatest lower bound (resp., the least upper bound) of two payment vectors is given by the coordinate-wise minimum (resp., maximum).

## 4 Minimizing and Bounding Subsidy

In this section, we investigate the minimum subsidy required to achieve envyfreeness. We are interested in both the computational complexity of computing the minimum subsidy required in a given allocation problem, and in the minimum subsidy required in the worst case over allocation problems. We consider cases where the (envy-freeable) allocation is given to us, and where we can choose such an allocation to minimize subsidy.

For an envy-freeable allocation $\mathbf{A}$, let $\operatorname{sub}(\mathbf{A})=\sum_{i \in \mathcal{N}} p_{i}^{*}(\mathbf{A})$ be the minimum subsidy required to make $\mathbf{A}$ envy-free. Then, in the former case, we want to compute $\sup _{\mathcal{A}} \max _{\mathbf{A} \in \mathcal{E}(\mathcal{A})} \operatorname{sub}(\mathbf{A})$ and, in the latter case, we want to compute $\sup _{\mathcal{A}} \min _{\mathbf{A} \in \mathcal{E}(\mathcal{A})} \operatorname{sub}(\mathbf{A}) .{ }^{1}$

[^1]Without loss of generality, we assume that $v_{i}(g) \in[0,1]$ for each agent $i$ and good $g$. If the valuations lie in $[0, T]$, the worst-case minimum subsidy and the bounds we provide would simply be multiplied by $T$, the largest value for any single good. We say that valuations are binary if $v_{i}(g) \in\{0,1\}$ for all agents $i$ and goods $g$, and identical if $v_{i}(g)=v_{j}(g)$ for all agents $i, j$ and goods $g$.

### 4.1 When the Allocation is Given

In cases where an envy-freeable allocation is already implemented, or if we desire to implement a specific allocation for reasons other than achieving envy-freeness, we may be given an allocation and asked to eliminate envy.

Theorem 2 already shows that we can efficiently compute the minimum amount of subsidy required. To study how much subsidy is needed in the worst case, we begin with the following simple observation.

Lemma 1. For an envy-freeable allocation $\mathbf{A}$, no path in $G_{\mathbf{A}}$ has weight more than $m$.

Proof. Since $G_{\mathbf{A}}$ has no positive-weight cycles, we only need to consider simple paths on which no agent appears twice. Consider a simple path $\left(i_{1}, \ldots, i_{k}\right)$. For $t \in[k-1]$, note that $w\left(i_{t}, i_{t+1}\right)=v_{i_{t}}\left(A_{i_{t+1}}\right)-v_{i_{t}}\left(A_{i_{t}}\right) \leq\left|A_{i_{t+1}}\right|$. Thus, the weight of the path is $\sum_{t=1}^{k-1} w\left(i_{t}, i_{t+1}\right) \leq \sum_{t=1}^{k-1}\left|A_{i_{t+1}}\right|=\left|\cup_{t=2}^{k} A_{i_{t}}\right| \leq m$, as desired.

We can now pinpoint the subsidy required in the worst case. The upper bound uses Lemma 1 along with the fact that some agent must receive zero payment under the optimal payment vector.

Theorem 3. When an envy-freeable allocation is given, the minimum subsidy required is $(n-1) m$ in the worst case.

Proof. For the lower bound, consider the instance where $v_{i}(g)=1$ for all agents $i$ and goods $g$. Consider the allocation A which assigns all goods to a single agent $i^{*}$. It is easy to see that this is envy-freeable, and its optimal payment vector $\mathbf{p}$ has $p_{i}=m$ for $i \neq i^{*}$ and $p_{i^{*}}=0$. Hence, we need $(n-1) m$ subsidy.

To prove the upper bound, note that the minimum subsidy required is the sum of weights of longest paths starting at different agents (Theorem 2). Using Lemma 1 and the fact that one agent must receive zero payment (otherwise all payments can be reduced while preserving envy-freeness, which would contradict the minimality of payments), this is at most $(n-1) m$.

The lower bound uses an instance with identical binary valuations. Hence, Theorem 3 also holds for the special cases of binary and identical valuations.

### 4.2 When the Allocation Can Be Chosen

When we are allowed to choose the allocation, computing the minimum subsidy required is NP-hard. This is because checking whether zero subsidy is required
is equivalent to checking whether an envy-free allocation exists, which is NPhard even for identical valuations [9]. That said, it is possible to compute the minimum subsidy required using a simple integer linear program (details are in the full version).

Recall that when an envy-freeable allocation is given, in the worst case we need a subsidy of $(n-1) m$ (Theorem 3). But what if we were able to choose the allocation? We show that this does not help improve the bound by a factor larger than $m$.

Theorem 4. When the allocation can be chosen, the minimum subsidy required is at least $n-1$ in the worst case, even in the special cases of binary valuations and identical valuations.

Proof. Consider the instance with identical binary valuations where each agent values a special good at 1 and other goods at 0 . Every allocation gives the special good to one of the agents. To achieve envy-freeness, each other agent must be paid at least 1 . Hence, a subsidy of at least $n-1$ is needed.

This raises a natural question: Can we always find an envy-freeable allocation that requires a subsidy of at most $n-1$ ? We answer this question affirmatively for the special cases of binary and identical valuations as well as any valuations with two agents. In addition, we make an interesting conjecture in the general case. First, we take a slight detour.

One promising approach to reducing the subsidy requirement is to start with an allocation that already has limited envy, for example, an allocation that is envy-free up to one good [10,20]. For an envy-freeable EF1 allocation A, each edge in $G_{\mathbf{A}}$ has weight at most 1, so each (simple) path has weight at most $n-1$. Using this improvement over Lemma 1 in Theorem 3, we get the following.

Lemma 2. For an envy-freeable allocation $\mathbf{A}$ that is envy-free up to one good, no path in $G_{\mathbf{A}}$ has weight more than $\min (n-1, m)$. Hence, $\operatorname{sub}(\mathbf{A}) \leq(n-1)$. $\min (n-1, m)$.

With an envy-freeable EF1 allocation, the subsidy requirement becomes independent of the number of goods, at the expense of becoming quadratic in the number of agents. However, it is not even clear that an envy-freeable EF1 allocation always exists. For the special cases of binary and identical valuations, we show that it does, and in fact, picking a specific EF1 allocation that satisfies other properties allows achieving the optimal subsidy requirement of $n-1$.

Binary Valuations. Recall that with binary valuations, we have $v_{i}(g) \in\{0,1\}$ for all $i \in \mathcal{N}$ and $g \in \mathcal{M}$. We say that agent $i$ likes good $g$ if $v_{i}(g)=1$. An allocation $\mathbf{A}$ is non-wasteful if each good is allocated to an agent who likes it. Note that because the valuations are binary, non-wasteful is equivalent to Pareto efficiency. For binary valuations, it is easy to see that every non-wasteful allocation is envy-freeable as it satisfies condition (b) of Theorem 1.

Algorithms such as the round-robin method and maximum Nash welfare (MNW) are known to produce non-wasteful EF1 allocations [11]. The roundrobin method, given an agent ordering, allows agents to pick goods one-by-one according to the ordering in a cyclic fashion. The MNW algorithm finds the largest set of agents that can simultaneously receive positive utility and returns an allocation maximizing the product of their utilities.

Using a non-wasteful EF1 allocation, we can reduce the $O(m n)$ subsidy requirement to $O\left(n^{2}\right)$. This is the best we can do using the round-robin method with an arbitrary agent ordering (an example is provided in the full version). However, we show that the non-wasteful EF1 allocation returned by the MNW algorithm is special as it requires a subsidy of at most $n-1$, meeting the lower bound from Theorem 4.

Theorem 5. For binary valuations, an allocation produced by the maximum Nash welfare algorithm is envy-freeable and requires at most $n-1$ subsidy.

Proof. Let A be an allocation returned by the MNW algorithm. It is easy to see that $\mathbf{A}$ is non-wasteful, and hence, envy-freeable. Next, we show that any path in $G_{\mathbf{A}}$ has weight at most 1 . This implies a subsidy requirement of at most $n-1$ using the same argument as in the proof of Theorem 3.

First, without loss of generality, we assume that each good is liked by at least one agent; if there are goods that are not liked by any agent, we could disregard them in the steps below and allocate them arbitrarily. We already argued that the non-wasteful allocation produced by the MNW algorithm is envy-freeable. Since it assigns each good to an agent who likes it, we have $v_{i}\left(A_{i}\right)=\left|A_{i}\right|$ for all $i \in \mathcal{N}$ and $v_{i}\left(A_{j}\right) \leq\left|A_{j}\right|$ for all $i, j \in \mathcal{N}$. It follows that $w(i, j)=v_{i}\left(A_{j}\right)-v_{i}\left(A_{i}\right) \leq$ $\left|A_{j}\right|-\left|A_{i}\right|$ for all $i, j \in \mathcal{N}$.

Suppose for a contradiction that there exists a path $P^{*}$ in $G_{\mathbf{A}}$ such that $w\left(P^{*}\right)>1$. Because weights are integral, this implies $w\left(P^{*}\right) \geq 2$. Now, we make the following claim; the proof is given in the full version.

Claim. There exists a subpath $P$ of $P^{*}$ with no negative-weight edges and $w(P) \geq 2$.

Without loss of generality, we further assume that the first edge of $P$ has a positive weight (otherwise we could consider the subpath of $P$ starting at its first positive-weight edge). Let $P=\left(i_{1}, \ldots, i_{k}\right)$. We want to prove two claims: (a) $\left|A_{i_{k}}\right| \geq\left|A_{i_{1}}\right|+2$, and (b) for each $t \in[k-1]$, there exists a good $g \in A_{i_{t+1}}$ which agent $i_{t}$ likes.

For claim (a), recall that for each $t \in[k-1]$, we have $w\left(i_{t}, i_{t+1}\right) \leq\left|A_{i_{t+1}}\right|-$ $\left|A_{i_{t}}\right|$. Summing over $t \in[k-1]$, we get that $\left|A_{i_{k}}\right|-\left|A_{i_{1}}\right| \geq w(P) \geq 2$, as desired.

Claim (b) holds for $t=1$ because the first edge has weight $w\left(i_{1}, i_{2}\right)=$ $v_{i_{1}}\left(A_{i_{2}}\right)-v_{i_{1}}\left(A_{i_{1}}\right)>0$, implying $v_{i_{1}}\left(A_{i_{2}}\right)>0$. For $t \in\{2, \ldots, k-1\}$, using the argument above, we have $\left|A_{i_{t}}\right|-\left|A_{i_{1}}\right| \geq w\left(i_{1}, \ldots, i_{t}\right) \geq w\left(i_{1}, i_{2}\right)>0$. Hence, $v_{i_{t}}\left(A_{i_{t}}\right)=\left|A_{i_{t}}\right|>0$. This, along with $w\left(i_{t}, i_{t+1}\right)=v_{i_{t}}\left(A_{i_{t+1}}\right)-v_{i_{t}}\left(A_{i_{t}}\right) \geq 0$, implies $v_{i_{t}}\left(A_{i_{t+1}}\right)>0$.

Given the two claims, we derive a contradiction to the fact that $\mathbf{A}$ is returned by the MNW algorithm. Suppose we take a good from $A_{i_{t+1}}$ that agent $i_{t}$ likesit exists due to claim (b) -and add it to $A_{i_{t}}$ for each $t \in[k-1]$. In the resulting allocation, the utility to agent $i_{k}$ decreases by 1 , the utility to agent $i_{1}$ increases by 1 , and the utility to every other agent remains constant. Since agent $i_{k}$ had at least 2 more utility than agent $i_{1}$ due to claim (a), it is easy to see that the resulting allocation would either give positive utility to strictly more agents (if $i_{1}$ had zero utility in the beginning) or strictly increase the product of utilities to the agents with positive utility. Both of these contradict the fact that $\mathbf{A}$ was returned by the MNW algorithm. Hence, every path in $G_{\mathbf{A}}$ has weight at most 1 , which implies the desired result.

Note that in this proof, along with non-wastefulness, the only property of the MNW algorithm that we used was the following: given allocations $\mathbf{A}^{1}$ and $\mathbf{A}^{2}$ such that for some agents $i, j \in \mathcal{N}, v_{i}\left(A_{i}^{1}\right) \geq v_{j}\left(A_{j}^{1}\right)+2, v_{i}\left(A_{i}^{2}\right)=v_{i}\left(A_{i}^{1}\right)-1$, $v_{j}\left(A_{j}^{2}\right)=v_{j}\left(A_{j}^{1}\right)+1$, and $v_{k}\left(A_{k}^{1}\right)=v_{k}\left(A_{k}^{2}\right)$ for all $k \in \mathcal{N} \backslash\{i, j\}$, the algorithm cannot return $\mathbf{A}^{1}$. This property as well as non-wastefulness are implied by the Pigou-Dalton principle [23]. Hence, the result holds for every algorithm which satisfies this principle, including the leximin rule. ${ }^{2}$

This proof leverages several ideas from the literature. Claim (a) shares similarities with a property of MNW allocations established by Darmann and Sch [12], while the trick of passing goods along a path using claim (b) was also used by Barman et al. [3] to show that an MNW allocation can be computed efficiently for binary valuations. Thus, for binary valuations, we can efficiently compute an allocation which needs at most $n-1$ subsidy.

While the MNW algorithm achieves the optimal worst-case subsidy bound, it does not minimize the subsidy required on every instance. It is easy to construct instances where envy-free allocations exist but the MNW algorithm produces an allocation which requires as much as $n-2$ subsidy (an example is provided in the full version).

What is the complexity of computing the minimum subsidy required in a given allocation problem? As argued before, we can reduce the problem of checking the existence of an envy-free allocation to the problem of computing the minimum subsidy required. It is not difficult to see that the converse holds too. We can compute the minimum subsidy required by adding a unit subsidy at a time, and checking the existence of an envy-free allocation. The proof of the next result is given in the full version.

Proposition 2. For binary valuations, the problems of computing the minimum subsidy required and checking the existence of an envy-free allocation are Turingequivalent.

Unfortunately, to the best of our knowledge, it is an open question whether existence of an envy-free allocation can be checked efficiently for binary valuations. However, the complexity of a closely related problem is known.

[^2]Bouveret and Lang [9] show that checking the existence of a non-wasteful envyfree allocation with binary valuations is an NP-complete problem. Using the same argument as before, we have the following.
Corollary 1. For binary valuations, it is NP-hard to compute the minimum subsidy required to achieve envy-freeness using a non-wasteful allocation.

Identical Valuations. With identical valuations, we denote the common valuation function of the agents by $v$. In this case, the utilitarian welfare $\sum_{i \in \mathcal{N}} v\left(A_{i}\right)=v(\mathcal{M})$ is constant. This implies that every allocation is Pareto efficient. Hence, by condition (b) of Theorem 1, every allocation $\mathbf{A}$ is envyfreeable.

Given an allocation $\mathbf{A}$, the optimal payment vector is given by $p_{i}^{*}(\mathbf{A})=$ $\max _{j \in \mathcal{N}} v\left(A_{j}\right)-v\left(A_{i}\right)$ for all $i \in \mathcal{N}$. To see this, note that each agent $i$ requires payment at least $p_{i}^{*}(\mathbf{A})$ to not envy the agent with the highest utility. Conversely, $\left(\mathbf{A}, p_{i}^{*}(\mathbf{A})\right)$ is envy-free as every agent has the same value for all agents' allocations. Thus, $\operatorname{sub}(\mathbf{A})=n \cdot \max _{j \in \mathcal{N}} v\left(A_{j}\right)-v(\mathcal{M})$. Therefore, minimizing subsidy is equivalent to minimizing the maximum value of any bundle, which is the well-known NP-complete multiprocessor scheduling problem.

Proposition 3. With identical valuations, every allocation is envy-freeable. An allocation minimizes the subsidy required if and only if it minimizes the maximum utility to any agent. Computing such an allocation is an NP-hard problem.

What if we simply wanted to achieve the optimal worst-case upper bound of $n-1$ instead of minimizing the subsidy on every instance? For binary valuations, we achieved this by efficiently choosing a specific envy-freeable EF1 allocationnamely, the one produced by the MNW algorithm. For identical valuations, it is easy to see that any envy-freeable EF1 allocation $\mathbf{A}$ suffices as $p_{i}^{*}(\mathbf{A})=$ $\max _{j \in \mathcal{N}} v\left(A_{j}\right)-v\left(A_{i}\right)$ is at most 1 for each $i \in \mathcal{N}$ and is zero for some agent. Since we can compute an EF1 allocation efficiently, we have the following.

Proposition 4. With identical valuations, we can efficiently compute an allocation which requires at most $n-1$ subsidy.

Returning to General Valuations. Recall that in the worst case, we need at least $n-1$ subsidy (Theorem 4). For the special cases of binary and identical valuations, we achieved this optimal bound by finding a special envy-freeable and EF1 allocation, respectively. For general valuations, the problem is that it is not clear if an envy-freeable EF1 allocation is even guaranteed to exist.

Most of the algorithms known in the literature that achieve EF1 are scalefree $[11,20]$, that is, multiplying an agent's valuation by a scalar does not affect the allocation returned. It is easy to see that such algorithms cannot always return an envy-freeable allocation.

Of these algorithms, the round-robin method is of special interest. With a fixed agent ordering, it is scale-free. But what if we chose the right agent ordering in a non-scale-free way? We show that this indeed works for two agents. The proof of the next result is provided in the full version.

Theorem 6. When $n=2$, there exists an agent ordering such that the allocation returned by the round-robin method with that ordering is envy-freeable and requires at most 1 subsidy.

Note that this achieves the optimal bound of $n-1$ for $n=2$ agents. Unfortunately, this method does not work for $n \geq 3$ agents. In our counterexample (provided in the full version), while the round-robin method fails to produce an envy-freeable EF1 allocation with any agent ordering, there still exists an envy-freeable EF1 allocation. This leads us to the following conjecture.

Conjecture 1. There always exists an envy-freeable allocation that is envy-free up to one good.

If this conjecture is true, then by Lemma 2, we know that the minimum subsidy required in the worst case is $O\left(n^{2}\right)$ (thus independent of $m$ ). We conjecture further that the lower bound of $n-1$ can be achieved.

Conjecture 2. There always exists an envy-freeable allocation which requires at most $n-1$ subsidy.

In fact, it may be possible that a subsidy of at most $n-1$ can always be achieved through an envy-freeable EF1 allocation.

## 5 Experiments



Fig. 1. The minimum subsidy required in our simulations. Figures (a) and (b) show the minimum subsidy averaged across instances as functions of $m$ and $n$, respectively. Figures (c) and (d) show the distribution of minimum subsidy for fixed $n$ and $m$.

In this section, we empirically study the minimum subsidy required in the average case. We compute the minimum subsidy required across all allocations by solving an integer linear program using CPLEX.

To generate synthetic data, we consider instances with $2 \leq n \leq 8$ and $n \leq$ $m \leq 5 n$. For each $(n, m)$, we sample 1,000 instances as follows: For each good $g$ we sample $v^{*}(g)$ from an exponential distribution with mean 30 and $\sigma^{*}(g)$ from an exponential distribution with mean 5 . Then, for each agent $i$ and good $g$, we draw $v_{i}(g)$ from a truncated normal distribution, which has mean $v^{*}(g)$ and standard deviation $\sigma^{*}(g)$, and is truncated below at 0 .

In addition, we obtained 3,535 real-world fair division instances from a popular fair division website Spliddit.org. These instances have divisible as well as indivisible goods, from 2 to 15 agents, and from 2 to 96 goods. While Spliddit data does not match our model as agents are forced to report valuations that sum to a constant, we believe that it still provides a valuable empirical perspective.

We begin by noting that none of the 114,000 synthetic instances or 3,535 real-world instances required a subsidy of more than $n-1$, which is evidence in support of Conjecture 2.

In our synthetic experiments, we see that fixing the number of agents, the minimum subsidy required reduces on average as the number of goods increases (Fig. 1(a)). On the other hand, fixing the number of goods, the minimum subsidy required (almost linearly) increases on average as the number of agents increases (Fig. 1(b)). These results are in part due to the fact that the probability of existence of an envy-free allocation (i.e., of requiring no subsidy) increases with more goods but decreases with more agents [14]. Next, we dive into the distribution of the minimum subsidy required, presented in Fig. 1(c) for $n=m=8$ and in Fig. 1(d) for $n=8$ and $m=40$. Again, with more goods, the distribution quickly skews towards requiring little to no subsidy.

Finally, on the real-world data obtained from Spliddit, $68 \%$ of the instances required no subsidy (i.e., admitted envy-free allocations), while $93 \%$ of the instances required a subsidy of at most 1 . Thus, in practice, the amount of subsidy needed to eliminate envy is most likely no greater than the maximum value that any agent places on a single good.

## 6 Discussion

We have examined the minimum subsidy required both in cases when an allocation is given to us and when it can be chosen. In the former case, we have shown how to compute the minimum subsidy exactly; in both cases, we have provided several useful bounds for cases of interest. However, a number of directions remain open for further research. Perhaps the most immediate question is to settle our two conjectures from Sect.4.2. Specifically, it may be possible to adapt the iterative algorithm of Lipton et al. [20] to select the good to be allocated in each iteration in a non-scale-free way and achieve the optimal bound of $n-1$ subsidy. Settling the complexity of checking the existence of an envy-free allocation for binary valuations is also an important open question. Finally, it would be interesting to extend this framework to non-additive valuations.

More broadly, while we modeled the divisible good as external subsidy throughout the paper, our results also have implications for other models of introducing monetary payments. For example, when no subsidy is available but monetary transfers among agents are possible, we would like to find budgetbalanced transfers, $\mathbf{p}$ where $\sum_{i \in \mathcal{N}} p_{i}=0$. It is easy to show that computing the optimal payment vector from Theorem 2 and then reducing the payment to each agent by the average payment finds budget-balanced transfers which minimize the maximum amount that any agent has to pay. Alternatively, one could consider a model where each agent pays to receive goods ( $p_{i} \leq 0$ for each $i$ ).

It is again easy to show that we can efficiently minimize the total payment collected in a manner similar to Theorem 2. It would be interesting to study other natural objective functions (e.g., minimizing the number of agents that have a non-zero payment) in such models.
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[^0]:    Full version of this paper is available at www.cs.toronto.edu/~nisarg/papers/subsidy.

[^1]:    ${ }^{1}$ Note that $\mathcal{E}(\mathcal{A}) \neq \emptyset$ because the allocation maximizing utilitarian welfare is always envy-freeable due to Theorem 1.

[^2]:    ${ }^{2}$ The leximin rule finds an allocation that maximizes the minimum utility, subject to that maximizes the second minimum utility, and so on.

